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Abstract

The Liouville–von Neumann equation based on the four-component matrix Dirac–Kohn–Sham

Hamiltonian is transformed to a quasirelativistic exact two-component (X2C) form, and then

used to solve the time evolution of the electronic states only. By this means, a significant

acceleration by a factor of seven or more has been achieved. The transformation of the orig-

inal four-component equation of motion is formulated entirely in matrix algebra, following

closely the X2C decoupling procedure of Ilias and Saue [J. Chem. Phys. 126, 064102 (2007)]
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proposed earlier for a static (time-independent) case. In a dynamic (time-dependent) regime,

however, an adiabatic approximation must in addition be introduced in order to preserve the

block-diagonal form of the time-dependent Dirac–Fock operator during the time evolution.

The resulting X2C Liouville–von Neumann electron dynamics (X2C-LvNED) is easy to im-

plement as it does not require an explicit form of the picture-change transformed operators re-

sponsible for the (higher-order) relativistic corrections and/or interactions with external fields.

To illustrate the accuracy and performance of the method, numerical results and computational

timings for non-linear optical properties are presented. All the time-domain X2C-LvNED re-

sults show excellent agreement with the reference four-component calculations as well as with

the results obtained from frequency-domain response theory.

1 Introduction

In non-linear optical (NLO) processes, an external electric field applied to a material induces non-

linear responses that are characterized by the (frequency-dependent) hyperpolarizabilities.1 The

wide area of applications of NLO materials have created a demand for accurate theoretical pre-

dictions of those properties in order to contribute to the design and optimization of materials with

large NLO responses.2 For molecule-based materials, the majority of the compounds studied to

date are organic molecules,3 including in recent years also organic diradicals.4,5 However, metal-

containing compounds, such as organometallic, coordination or open-shell dimetal compounds,

have risen to prominence due to their favourable electric properties, which can be tuned by the

metal centers that can serve either as donors or acceptors.6–8 This has resulted in an increased

interest in theoretical methods capable of treating open-shell systems, and in the case of heavy

atom-containing molecules also in including relativistic effects, as these are known to be important

for reaching high accuracy.

Static (hyper)polarizabilities can be calculated using either finite field methods or analytic

derivative techniques, the latter being the preferred option nowadays.9–11 To calculate dynamical

(or frequency-dependent) (hyper)polarizabilities, one can use the sum-over-state (SOS) expression
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which requires access to the excited states of a system.12,13 However, the SOS approach often

converges slowly with respect to the number of excited states included in the calculation, making

such calculations in general difficult. Another option is to solve the time-dependent Schrödinger

(or Dirac) equation in the presence of a dynamic external electric field perturbatively, facilitating

the linear, quadratic or even higher-order response theory.14–19 This theory is well suited also for

mean-field approaches such as HF and DFT, but may suffer from divergences at (near) resonant

frequencies which can be remedied by introducing the complex polarization propagator (CPP)

technique.20,21 An alternate route is to solve the time-dependent Schrödinger (or Dirac) equation

directly in the time domain by propagating the electronic density/states in dynamics simulations.

This approach has gained popularity in recent years and several studies of NLO properties have

been reported at the non-relativistic level of theory.22–26

Although real-time electron dynamics is generally considered to be computationally more ex-

pensive for molecular property calculations than response theory in the frequency-domain, it is

conceptually and implementationally simpler than the latter approach, yields the full spectral win-

dow with only a few simulations, does not suffer from divergences at resonant frequencies, and

due to its real-time nature might offer additional insight into the excitation processes that occur

in molecules subjected to external electromagnetic fields.27 Although the divergence problems as-

sociated with (near)-resonant frequencies can be resolved through the use of the CPP approach,

the application of intense radiation, spanning wavelengths from the far-infrared to far-ultraviolet

region, may lead to a break-down of the perturbation treatment used in response theory and CPP.

In recent years, several implementations of real-time electron dynamics have been reported

in the literature, most of them based on non-relativistic Hamiltonians utilizing either a real-space

grid methodology developed by Theilhaber,28 and pioneered by Yabana and Bertsch,29 or ana-

lytic atom-centered basis functions. Although the calculation of molecular properties by means of

real-time dynamics represents a young and conceptually different strategy than response theory, it

offers access to a wide range of spectroscopic properties, varying from linear30–34 and non-linear

optical response properties,22–26 singlet–triplet transitions,34–36 molecular conductance,37 elec-
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tronic38 and magnetic circular dichroism,39 X-ray40–43 and excited-state absorption,44 to plasmon

resonances.45

In theoretical simulations involving elements from the lower part of the periodic table, however,

inclusion of relativistic corrections is mandatory to reach spectroscopic accuracy. In relativistic

quantum chemistry, this is typically achieved by combining the one-electron Dirac operator46,47

with the instantaneous (non-relativistic) Coulomb interaction, considered as the first approximation

to relativistically corrected two-electron interactions.48,49 Although the four-component treatment

represents a natural starting point for coupling the quantum system to the external electromagnetic

field, there has been a substantial effort to reduce the methodological as well as the computational

complexity by developing two-component (quasirelativistic) Hamiltonians. Among the variation-

ally stable and popular two-component Hamiltonians are the second-order Douglas–Kroll–Hess

(DKH2) Hamiltonian,50–52 the zeroth-order regular approximation (ZORA) Hamiltonian,53,54 the

normalized elimination of small component (NESC) Hamiltonian,55,56 or the exact two-component

(X2C) Hamiltonian.57–61 In general, the main computational gain of these quasirelativistic meth-

ods comes from discarding the negative-energy states, which results in a reduction of the orig-

inal four-component problem by half and more importantly in abandoning the need to evaluate

expensive two-electron integrals over the small-component balanced basis associated with these

states. Among the quasirelativistic Hamiltonians, NESC55,56 and X2C58–61 have gained popular-

ity in recent years because they allow to reduce the four-component problem to its quasirelativistic

form only at the expense of applying simple algebraic manipulations, without the need to gener-

ate explicit operator expressions for higher-order relativistic corrections and/or property operators.

While the connection between NESC and one-step iterative X2C is recognized,62 the simplified

one-step non-iterative X2C formulation of Ilias and Saue61 will be adopted here for the formulation

of electron dynamics.

In general, the real-time electron dynamics requires considerable computational effort due to

the repeated construction of the Fock matrix at each time interval, and this computational burden

increases even more for implementations based on the four-component methodology, in particular
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if the problem of interest involves long simulation times and/or many time steps. The fully rela-

tivistic implementation of the dynamics has recently been pursued in our group and applied to the

calculation of absorption spectra, both in the valence34 and X-ray regions.42 In the present work,

we extend the existing relativistic methodology by coupling real-time electron dynamics based

on the Liouville–von Neumann equation with the X2C Hamiltonian. This leads to a significant

acceleration of the relativistic real-time dynamics while still including both the scalar and spin-

orbit relativistic corrections variationally. As we shall demonstrate for NLO properties, the data

obtained by this method are in excellent agreement with reference four-component results.

The article is organized as follows: In Section 2.1, we introduce the X2C decoupling trans-

formation of the four-component equation of motion to its quasirelativistic two-component form

and review the basic methodology used to solve this equation in our program. In Section 2.2, we

summarize a procedure for extracting NLO properties from induced dipole moments introduced

earlier by Ding et al.,26 followed by all the implementation details in Section 3. Computational

aspects are given in Section 4 and both the accuracy and performance of the method are illustrated

by calculations of NLO properties in Section 5. Finally, concluding remarks and perspectives are

drawn in Section 6.

2 Theory

2.1 X2C transformation of the time-dependent Dirac equation

In the following, we will discuss details of the time-dependent relativistic theory based on the X2C

Hamiltonian. For the sake of transparency, we start this discussion by considering the equation of

motion (EOM) for the molecular orbital (MO) coefficients (in atomic units)

i
∂

∂ t
C(t) = F(t)C(t). (1)
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In the formalism of Hartree–Fock or Kohn–Sham DFT theory, F(t) is the matrix representation

of the time-dependent Fock operator in an orthonormal basis whereas C(t) is the matrix of time-

dependent MO coefficients. In relativistic four-component theory, the matrices F(t) = F4C(t) and

C(t)=C4C(t) are represented over the field of complex numbers C and have the dimension 4n×4n,

where n denotes the number of scalar basis functions. In order to accelerate the solution of Eq. (1)

we can, in the spirit of the time-independent X2C formalism,59–61 seek for a unitary matrix U(t)

that block-diagonalizes (decouples) the parent Fock matrix at any given time

F4C(t) :=

FLL FLS

FSL FSS

 −→ FX2C(t) := U†(t)F4C(t)U(t) =

FX2C
+ 0

0 FX2C
−

 . (2)

The unitary matrix U(t) transforms Eq. (1) to

i
∂

∂ t
CX2C(t) = FX2C(t)CX2C(t)+ i

(
∂

∂ t
U†(t)

)
U(t)CX2C(t), (3)

where CX2C(t) := U†(t)C4C(t). Let us assume we know the initial condition for Eq. (3) at time t0,

which in the X2C formalism results in a block-diagonal form for CX2C(t0):

CX2C(t0) := U†(t0)C4C(t0) =

CX2C
+ 0

0 CX2C
−

 . (4)

Here, the superscripts L and S refer to the large and small component of the four-component

orthonormal basis functions, whereas the subscripts + and − refer to the positive- and negative-

energy domains of the Dirac–Fock eigenvalue spectrum. Note, however, that the X2C transformed

EOM, Eq. (3), is not fully decoupled due to the term containing the time derivative of the unitary

transformation matrix, ∂U†/∂ t, and thus, the MO coefficients do not retain their block diagonal

structure during the time evolution. Next follows the discussion how we achieve the X2C decou-

pling transformation of Eq. (3).

The time evolution of the transformed MO coefficients (CX2C) obtained from Eq. (3) is equiv-
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alent to the propagation of C4C using Eq. (1), provided U(t) and ∂U†/∂ t are known at each time.

If the Fock matrix FX2C is expressed as a sum of X2C transformed one-electron (hX2C), two-

electron (gX2C), and time-dependent external field contributions (Vext, X2C), then the X2C unitary

decoupling matrix U block-diagonalizes only the one-electron term. By this, the dominant part

of the scalar and spin-orbit corrections originating from the electron–nuclear attraction potential

are included. In general, it is also possible to add into the construction of U additional relativis-

tic corrections arising from two-electron interactions, but in order to get the full computational

benefit of the two-component formalism, this can be done only approximately from atomic cal-

culations.63–66 The exclusion of two-electron contributions from a picture-change transformation

is a common approximation used in two-component methods, and this is denoted as a bare nu-

cleus X2C approximation (nucX2C) in our program. In the present work, we explore this route

and approximate the two-electron contribution (g) by untransformed four-component LL-block:

gX2C = U†g4CU ≈ g4C,LL := gLL (for more discussion, see also Refs.64,65). The remaining terms

in Eq. (3), Vext, X2C and U̇†U (where U̇≡ ∂U/∂ t), have non-zero off-diagonal blocks that prevents

a complete decoupling of the X2C transformed EOM. In the presence of an external oscillating

field of frequency ω , however, the amplitude of the latter term can be estimated as

U̇†U≈−

0 −Ṙ†

Ṙ 0

= O(ω c−1). (5)

The matrix R parametrizes the decoupling matrix U, as defined by time-dependent variant of

Eqs. (6), and for positive energy states it is of order O(c−1). The term in Eq. (5) can be safely ne-

glected within the dipole approximation, where ω l c−1� 1, with l representing the molecular size

of several Bohrs. Beyond the dipole approximation, ω c−1� 1 can still be valid for low-frequency

fields, however, care must be taken for fields with high frequency. The neglect of updating U

during the time propagation, denoted in the following text as adiabatic approximation, i.e. U(t)≈

U(t0), is analogous to performing the X2C decoupling transformation in the time-independent self-

consistent field (SCF) procedure only once at the initial stage of the SCF iterations. For the matrix
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of the time-dependent external field operator (Vext, X2C), we perform a picture-change transfor-

mation and discard the off-diagonal blocks: Vext,X2C = U†(Vext,4C)U≈ diag
(

Vext,X2C
+ ,Vext,X2C

−

)
.

The latter approximation can be justified by the fact that the potential describing the electric field

Vext,X2C, as a source of perturbation, has off-diagonal terms of order c−1 and causes at any given

time a change in the electric dipole moments only of the order c−2. By means of all these ap-

proximations, we have achieved a decoupling of the EOM in Eq. (3). To conclude, the proposed

procedure leads to a decoupling of the original four-component EOM and it requires a sequence of

approximations in order to make the quasirelativistic method efficient, easy to implement and of

practical use. Similar approximations are also common in the static (time-independent) theory.

Based on the arguments in the previous paragraph, the decoupling operator U is considered

time-independent and can be constructed using methods developed in the context of time-independent

X2C approaches. As proposed by Kutzelnigg,67 U can be divided into a decoupling matrix W1

and a renormalization matrix W2, both of which are parametrized by a single matrix R ∈ C2n×2n

as shown by Heully et al.,57

U := W1W2 (6a)

W1 :=

 I −R†

R I

 ; W2 :=

W+
2 0

0 W−2

=

(I+R†R)−1/2 0

0 (I+RR†)−1/2

 . (6b)

The transformed coefficients CX2C in Eq. (4) have the general form

CX2C = W†
2

CL
++R†CS

+ CL
−+R†CS

−

CS
+−RCL

+ CS
−−RCL

−

 . (7)
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and, in order for the CX2C matrix to be block-diagonal, the matrix R must satisfy the conditions

CS
+−RCL

+ = 0, (8a)

CL
−+R†CS

− = 0. (8b)

The solution of the linear algebraic equations Eq. (8), as shown by Ilias and Saue, represents a

simple non-iterative one-step approach to determine R.61 An alternative procedure that facilitates

the solution of a quadratic equation derived from the time-independent form of Eq. (2) has been

proposed by Kutzelnigg and Liu.59,60 However, due to its conceptual simplicity, we will follow

the approach of Ilias and Saue in the present work. The matrix U in Eq. (6) can be interpreted

as a transformation matrix from an original orthonormal four-component RKB basis to a new

orthonormal four-component X2C basis in which the off-diagonal blocks of the Fock matrix are

zero.

Finally, after discarding the negative-energy solutions, the X2C equation of motion (X2C-

EOM) for the positive-energy solutions reads

i
∂

∂ t
CX2C
+ (t) = FX2C

+ (t) CX2C
+ (t) (9)

= (W+
2 )

†
[
FLL(t)+FLS(t)R+R†FSL(t)+R†FSS(t)R

]
W+

2 CX2C
+ (t),

with the two-component X2C Fock operator

FX2C
+ (t) = hX2C

+ +gLL(t)+Vext,X2C
+ (t). (10)

Note that the dimension of the introduced X2C-EOM is only half of the original four-component

EOM and can be written in an equivalent manner in the density-matrix formalism as the X2C

transformed Liouville–von Neumann equation:

i
∂

∂ t
DX2C
+ (t) = [FX2C

+ (t),DX2C
+ (t)]. (11)
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We have here introduced the X2C time-dependent one-electron reduced density matrix

DX2C
+ (t) = CX2C

+ (t)
(

CX2C
+ (t)

)†
, (12)

where we implicitly assumed that the summation only runs over the occupied set of MOs. The

density matrix in Eq. (12) has form equivalent to its time-independent counterpart, reflecting the

fact that the time-evolved wave function has the form of a single Slater determinant at all times.

Our implementation of X2C-EOM in the program ReSpect facilitates the Liouville–von Neu-

mann equation in the density matrix formalism Eq. (11), whose general solution can be expressed

via the evolution operator U :

DX2C
+ (t) = U(t, t0)DX2C

+ (t0)U†(t, t0); U(t, t0) = T exp
[
−i
∫ t

t0
FX2C
+ (τ)dτ

]
. (13)

The evolution operator contains the time-ordered exponential (T exp), which is difficult to evaluate

numerically. Various propagator techniques have therefore been developed, in most cases relying

on the division of the time interval into short time steps and reformulation and truncation of the

expression for U .68,69 We use the second-order midpoint Magnus method,70 which is based on

replacing the time ordering in the expression for the evolution operator in Eq. (13) by an infinite

series, and then truncating the series after its first term, which gives rise to an evolution operator

of the form

U(t +∆t, t)≈ exp
[
−iFX2C

+

(
t +

∆t
2

)
·∆t
]
. (14)

The operator in Eq. (14) describes the time evolution of the density matrix over a short time step

∆t, and the overall time evolution is carried throughout a series of small time propagations. The

Fock matrix FX2C
+ (t +∆t/2) used to construct the evolution operator in Eq. (14) depends on a yet

unknown density matrix associated with the future time, t +∆t/2. In order to solve this apparent

self-consistent problem, and to ensure numerical stability and robustness of the time propagation,

we employ an iterative extrapolation-interpolation scheme33,34 (see Section 3 for more details).
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The same time propagation procedure has been used earlier at the one- and four-component levels

of theory for simulating absorption spectra in both valence34 and X-ray regions.42

2.2 The calculation of molecular (hyper)polarizabilities

When a molecule is subjected to a time-dependent external electric field E(t), an electric dipole

moment µµµ(t) is induced and its Taylor expansion in powers of the external field reads

µi(t) =
∫ t

−∞

dt1αi j(t− t1)E j(t1)

+
1
2!

∫ t

−∞

dt1
∫ t

−∞

dt2βi jk(t− t1, t− t2)E j(t1)Ek(t2)

+
1
3!

∫ t

−∞

dt1
∫ t

−∞

dt2
∫ t

−∞

dt3γi jkl(t− t1, t− t2, t− t3)E j(t1)Ek(t2)El(t3)+ . . . (15)

where αi j(t), βi jk(t1, t2), γi jkl(t1, t2, t3) are the time-dependent polarizability, first hyperpolarizabil-

ity and second hyperpolarizability tensors. Here, Einstein’s summation convention is assumed. To

extract individual frequency-dependent NLO properties from the time-dependent tensors, we fol-

low the procedure by Ding et al.,26 and divide the external field into a time-dependent scalar func-

tion and a time-independent vector amplitude, E j(t) = F(t)A j. This allows us to rewrite Eq. (15)

as a Taylor series in powers of the external field amplitudes

µi(t) = µ
(1)
i j (t)A j +µ

(2)
i jk (t)A jAk +µ

(3)
i jkl(t)A jAkAl + . . . (16)
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from which the n’th-order susceptibilities µ(n) can be extracted as n’th-order derivatives of the

induced dipole moment

µ
(1)
i j (t) =

∂ µi(t)
∂A j

∣∣∣∣
AAA=0

=
∫ t

−∞

dt1 αi j(t− t1)F(t1), (17a)

µ
(2)
i jk (t) =

1
2!

∂ 2µi(t)
∂A j∂Ak

∣∣∣∣
AAA=0

=
1
2!

∫ t

−∞

dt1
∫ t

−∞

dt2 βi jk(t− t1, t− t2)F(t1)F(t2), (17b)

µ
(3)
i jkl(t) =

1
3!

∂ 3µi(t)
∂A j∂Ak∂Al

∣∣∣∣
AAA=0

=
1
3!

∫ t

−∞

dt1
∫ t

−∞

dt2
∫ t

−∞

dt3 γi jkl(t− t1, t− t2, t− t3)F(t1)F(t2)F(t3).

(17c)

By choosing a harmonic (cosine) time dependence of the external field, Fj(t) = cos(ωt), we

can recognize the Fourier components of the time-dependent (hyper)polarizabilities in the inte-

grals of Eq. (17). The resulting formulas, that express the time-dependent susceptibilities via the

frequency-dependent (hyper)polarizabilities, are then

µ
(1)
i j (t) = αi j(−ω;ω)cos(ωt), (18a)

µ
(2)
i jk (t) =

1
4
[
βi jk(−2ω;ω,ω)cos(2ωt)+βi jk(0;ω,−ω)

]
, (18b)

µ
(3)
i jkl(t) =

1
24
[
γi jkl(−3ω;ω,ω,ω)cos(3ωt)+3γ̄i jkl(−ω;ω,ω,−ω)cos(ωt)

]
. (18c)

The frequency-dependent (hyper)polarizabilities are determined by fitting the susceptibilities ob-

tained from different electron dynamics calculations to the expressions on the right-hand side of

Eq. (18). These fitting coefficients are related to molecular properties accessible in different NLO

experiments; namely, the frequency-dependent polarizability αi j(−ω;ω) related to the refrac-

tive index, the frequency-dependent first hyperpolarizabilities βi jk(−2ω;ω,ω) and βi jk(0;ω,−ω)

related to the second harmonic generation (SHG) and optical rectification (OR) processes, and

frequency-dependent second-order hyperpolarizabilities γi jkl(−3ω;ω,ω,ω) and γ̄i jkl(−ω;ω,ω,−ω)

related to third-harmonic generation (THG) and the averaged degenerate four-wave mixing (DFWM)

processes. In the present work, the time-dependent susceptibilities in Eq. (17) were determined by

a finite-difference scheme, calculating in each time step the central derivatives of induced dipole
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moments obtained from different electron-dynamics simulations with varying strengths for the ex-

ternal electric fields. The corresponding formulas for the derivatives are summarized in Section 3.

3 Implementation details

In this section we present the algorithm implemented in the TDSCF module of the relativistic

DFT program package ReSpect,71 and used to solve the X2C-EOM and to evaluate the NLO

properties as described in Section 2.

As the initial step, we solve the X2C time-independent SCF equation to obtain a reference

(ground-state) one-electron reduced density matrix. This involves

• evaluating the four-component one-electron Dirac Hamiltonian matrix (h4C) prior to the SCF

iterations. h4C is a C4n×4n matrix

h4C =

hhhLL hhhLS

hhhSL hhhSS

 :=

 VNe T

T
(

1
4c2 WNe−T

)
 , (19)

where T is the kinetic energy operator matrix, and VNe and WNe denote the matrix repre-

sentation of the nuclear–electron potential-energy operator over the large-component (XXXL =

{XL
1 , ...,X

L
n }) and small-component (XXXS = {XS

1 , ...,X
S
n }) basis. Both XXXL and XXXS are two-

component spinor sets with elements governed to lowest order in c−2 by the restricted kinetic

balance (RKB) relation72

XL
λ

:= XL
λ
(rrr) = σ0 χλ (rrr), XS

λ
:= XS,RKB

λ
(rrr) =

1
2c

(σσσ · ppp) χλ (rrr), (20)

where σ0 and σσσ = (σx,σy,σz) are the unit 2×2 matrix and the vector of Pauli spin matrices,

respectively. The functions χλ (r) are elements of a scalar basis set.

• transforming the one-electron Dirac Hamiltonian Eq. (19) to an orthonormal basis and find-
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ing its eigenvectors

SSS 0

0 1
2c2 TTT


−1/2hhhLL hhhLS

hhhSL hhhSS


SSS 0

0 1
2c2 TTT


−1/2CL

+ CL
−

CS
+ CS

−

=

CL
+ CL

−

CS
+ CS

−

εεε, (21)

from which we construct the X2C decoupling matrix, U(R). Here, we used the Löwdin

symmetric orthonormalization, which has a block-diagonal structure in the RKB basis, with

the nonrelativistic overlap matrix S = 〈XL|XL〉 and the kinetic energy matrix T = 〈XS|c(σσσ ·

ppp)|XL〉 on the diagonal. The choice of a orthonormal basis was made to ensure numerical

stability, although the X2C procedure works also for a non-orthonormalized basis.

• from the eigenvectors in Eq. (21), evaluating R ∈C2n×2n by means of a Cholesky decompo-

sition facilitating

AR = B where A = CS
−CS†

− , B =−CS
−CL†

− , (22)

derived from Eq. (8b). Note that the matrices R and C are represented in an orthonormal

basis.

• calculating U ∈ C4n×4n from Eq. (6) as the product of the decoupling matrix W1 and the

renormalization matrix W2. Instead of using Eq. (6b), W2 is obtained as the solution of

W†
2MW2 = I; M = W†

1W1. (23)

• after decoupling h4C by means of the matrix U, discarding the negative-energy block and

solving the two-component time-independent SCF equations

(
hX2C
+ + gLL

)
CX2C
+ = CX2C

+ εεε. (24)

The two-electron interaction matrix g was left “picture-change” untransformed as discussed
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in Section 2.1.

The algorithm outlined for constructing the X2C transformation is similar to the one originally

proposed by Ilias and Saue61 and that described by Peng and co-workers.73

The real-time electron dynamics simulations start from the reference time-independent SCF

density matrix constructed from the converged CX2C
+ solutions of Eq. (24) using Eq. (12). The

molecular system is then perturbed by a picture-change transformed time-dependent external po-

tential Vext,X2C
+ (t) (see Eq. (10)) and propagated according to the X2C Liouville–von Neumann

equation (11) in the same spirit as in our earlier fully relativistic four-component studies.34,42 The

density matrix is evolved in time applying the second-order mid-point Magnus propagator (see

Eqs. (13) and (14)) with the mid-point Fock matrix calculated from an iterative extrapolation–

interpolation scheme.33,34 This scheme involves the following steps:

• the mid-point Fock matrix is obtained by extrapolating from previous times

FX2C
+

(
t +

∆t
2

)
= 2FX2C

+ (t)−FX2C
+

(
t− ∆t

2

)
. (25)

• the density matrix DX2C
+ (t +∆t) is calculated by applying the evolution operator in Eq. (14)

and then used to obtain the corresponding Fock matrix FX2C
+ (t +∆t).

• a new mid-point Fock matrix is constructed by interpolation

FX2C
+

(
t +

∆t
2

)
=

1
2

FX2C
+ (t)+

1
2

FX2C
+ (t +∆t). (26)

The calculation of the DX2C
+ (t +∆t) and FX2C

+ (t +∆t) matrices and the interpolation step are re-

peated until convergence is reached. The convergence criterion is the Euclidean norm of the dif-

ference between density matrices obtained in the n’th and (n+ 1)’th iteration being lower than

some predefined threshold. The converged density matrix DX2C
+ (t) enters in the calculation of the

induced dipole moment

µµµ
ind(t) = Tr

[
PX2C
+ DX2C

+ (t)
]
−µµµ

static, (27)

15



where PX2C
+ is the positive-energy block of the X2C transformed electric dipole moment operator

matrix. The static dipole moment µµµstatic was evaluated at the initial time, t0.

The NLO properties were extracted from the time evolution of the induced electric dipole

moments using numerical derivatives with respect to the amplitudes of the external electric field

(see Eq. (17)). For this we carried out several simulations with different external field strengths.

For example, the extraction of µ
(1)
i j and µ

(2)
i j j requires two simulations with amplitudes A j and −A j

along the Cartesian direction j. Off-diagonal components such as µ
(2)
i jk require the simultaneous

application of external fields in the Cartesian directions j and k. Unless otherwise stated, the

corresponding formulas for the central numerical derivatives with precision of O(A2) were used74

µ
(1)
i j (t) =

1
2A j

[
µ

ind
i (t,A j)−µ

ind
i (t,−A j)

]
, (28a)

µ
(2)
i j j (t) =

1
A2

j

[
µ

ind
i (t,A j)+µ

ind
i (t,−A j)

]
, (28b)

µ
(2)
i jk (t) =

1
2Ak

[
µ
(1)
i j (t,Ak)−µ

(1)
i j (t,−Ak)

]
, (28c)

µ
(3)
i j j j(t) =

1
2A3

j

{
2
[
µ

ind
i (t,−A j)−µ

ind
i (t,A j)

]
−
[
µ

ind
i (t,−2A j)−µ

ind
i (t,2A j)

]}
. (28d)

In order to test the sensitivity of the NLO properties to the precision of the numerical differentia-

tions, we also evaluated the properties with higher O(A4) precision, using the formulas74

µ
(1)
i j (t) =

1
12A j

{
8
[
µ

ind
i (t,A j)−µ

ind
i (t,−A j)

]
−
[
µ

ind
i (t,2A j)−µ

ind
i (t,−2A j)

]}
, (29a)

µ
(2)
i j j (t) =

1
12A2

j

{
16
[
µ

ind
i (t,A j)+µ

ind
i (t,−A j)

]
−
[
µ

ind
i (t,2A j)+µ

ind
i (t,−2A j)

]}
, (29b)

µ
(2)
i jk (t) =

1
12Ak

{
8
[
µ
(1)
i j (t,Ak)−µ

(1)
i j (t,−Ak)

]
−
[
µ
(1)
i j (t,2Ak)−µ

(1)
i j (t,−2Ak)

]}
, (29c)

µ
(3)
i j j j(t) =

1
8A3

j

{
13
[
µ

ind
i (t,−A j)−µ

ind
i (t,A j)

]
+8
[
µ

ind
i (t,2A j)−µ

ind
i (t,−2A j)

]
+
[
µ

ind
i (t,−3A j)−µ

ind
i (t,3A j)

]}
, (29d)
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and with the precision O(A6) for which the respective formulas are available in the Supporting

Information. Finally, all the induced electric dipole moment derivatives were fitted to the analytic

formulas Eq. (18) using the non-linear least squares method available in the SciPy library.75

4 Computational details

We have evaluated the NLO responses of several molecules using both Liouville–von Neumann

electron dynamics (LvNED) and response theory (RT), both at the Hartree–Fock and density func-

tional levels of theory. All the electron dynamics calculations were performed using the relativistic

quantum-chemical DFT program ReSpect71 and all the response theory calculations were per-

formed with the Dalton program.76,77 The DFT results were obtained with the non-relativistic

adiabatic exchange–correlation (XC) functional of hybrid type, B3LYP.78,79 The numerical inte-

gration in the XC part was done on an adaptive molecular grid and the rotational invariance of

the results was preserved by means of a non-collinear approach with the spin density described

by the norm of the spin magnetization vector.80 The molecular grid was constructed as a super-

position of atomic grids, each consisting of 40+10n radial grid points (where n is the period of

a given element) and Lebedev’s quadrature grid of adaptive size in the angular part.81 All rel-

ativistic four-component results were obtained with the Dirac–Coulomb Hamiltonian imposing

a restricted kinetic balance condition at the integral level to construct the small-component basis.

The large-component basis, consisting of spherical Gaussians and used in the non-relativistic, X2C

and four-component calculations, is discussed in the Results and Discussion section. The evalu-

ation of the two-electron contributions to the Fock matrix is a dominant computational task, in

particular for the four-component-based methodologies. To reduce the cost of this essential step,

an atom-pair approximation for the electron repulsion integrals was used: the evaluation of four-

center two-electron integrals over atom-centered small-component basis functions χS is discarded

unless the bra and ket basis pairs share the same origin, i.e. [χS
AχS

B |χS
CχS

D]δABδCD, where δ is the

Kronecker delta function and A, B, C, and D refer to the origin of the basis functions. In all the
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relativistic calculations, nuclei were modelled by finite-sized Gaussian functions.82 The change in

energy gradient less than 10−7 was set as a SCF convergence threshold. The LvNED calculations

used an external electric field with a cosine time dependence (cosωt), in which the first period was

enveloped by a linear function as suggested by Ding et al.26 ( ωt
2π

cosωt). The use of the envelope

ensures a more stable time evolution compared to using the cosine function only. The Euclidean

norm of the difference between density matrices from two successive microiterations was chosen

as the convergence criterion in LvNED and set to 10−6. The frequencies and amplitudes of the

external field as well as the setting of the time-domain calculations (such as time steps) will be

discussed in the respective sections. Geometries of all systems are available in the Supporting

Information.

5 Results and discussion

In this section, we present pilot applications of the two-component (X2C) and full four-component

(4C) implementations of LvNED-DFT to the calculation of (hyper)polarizabilities of p-nitroaniline

(pNA), CF3X (X=Cl, Br, I) series, and the tungsten complex [W(CO)5py] (py = pyridine). p-

nitroaniline was treated at the non-relativistic level of theory and was included in the test set in

order to assess the current LvNED-DFT implementation against experiment and recent theoretical

DFT results based on response theory. For the remaining systems, the newly developed relativistic

methodology were used. It should be noted that there are several conventions used for reporting

NLO properties, and this must be taken into account in order to avoid confusion when comparing

results from different sources. Unless stated otherwise, we employ the so-called T convention of

Willetts et al.83

5.1 p-nitroaniline

To assess the correctness of the non-relativistic LvNED implementation and the procedure for

obtaining NLO properties, we applied the methodology to p-nitroaniline, an organic chromophore
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with a donor–(π-conjugated bridge)–acceptor structure exhibiting large first hyperpolarizabilities.

The NLO properties of p-nitroaniline have been extensively studied in the past.16,17,21,84,85

We calculated the dynamical polarizabilities α(−ω;ω), the first hyperpolarizabilities β (−2ω;ω,ω)

and β (0;ω,−ω), and the second hyperpolarizabilities γ(−3ω;ω,ω,ω) and γ̄(−ω;ω,ω,−ω) at

the incident wavelength of 1064nm (frequency 0.0428a.u.), corresponding to a Nd:YAG laser. In

the electron dynamics calculations we let the system evolve for 750 time steps of length 0.8a.u.

which corresponds to about 4 periods of the external harmonic field, including the linear enve-

lope applied in the first period. The amplitude of the external field in Eqs. (28) and (29) was set

to 0.002a.u. All calculations were performed using Dunning’s uncontracted aug-cc-pVDZ basis

set.86

The results for pNA are summarized in Table 1 where we include only the tensor components

needed for the calculation of rotationally averaged values. The benzene ring of the molecule was

oriented in the xy plane, with x being the dipole axis. For this reason, αxx, βxxx and γxxxx dominate

the overall NLO responses. For a given frequency and amplitude of the external field, response the-

ory provides reliable reference values for the molecular (hyper)polarizabilities obtained from the

electron dynamics simulations. The difference between the results of these two methods is indeed

very small for the polarizability and the first hyperpolarizabilities – the differences are below 1%,

with a few exceptions such as βyxy(0;ω,−ω) (2.3%). These small discrepancies can be partly at-

tributed to implementational differences between the programs used (such as the program-specific

DFT grids), but more importantly to the numerical procedure for extracting NLO properties by

means of the finite difference evaluation and the least-square fitting of the induced electric dipole

moment derivatives. The latter source of errors grows with the property order – for instance,

the differences in the second hyperpolarizability components vary from 1% to almost 12% for

γyyyy(−3ω;ω,ω,ω). It turns out that the procedure exhibits even larger numerical inaccuracies for

the off-diagonal components of γ when compared to the diagonal components, in particular when

the former are evaluated at the O(A2) precision for the numerical derivatives.

The dependence of the dominant diagonal components of the NLO property tensors on the
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precision of the numerical derivatives used in the electron dynamics simulations is summarized in

Table 2. The precision O(A2) seems to be sufficient for α and to some extent also for β , with the

largest difference with respect to O(A6) being 0.4% for β SHG
xxx , whereas for γ a significant improve-

ment was achieved with the precision increased to O(A4). In this case, the original difference of

4.2% between O(A2) and O(A6) for γTHG
xxxx was reduced to 0.3%. In order to balance the accuracy

and the computational cost (represented by the number of simulations) we applied the precision

O(A2) for α and β , and O(A4) for γ .

In Table 1 we also report the experimentally accessible value for the averaged second har-

monic generation coefficient β||, as measured in the gas phase, β
exp
|| = 2144.6.87 Even though the

difference between the calculated and experimental values is almost 20%, the electron dynamics

results are in agreement with response theory results reported by other groups; for instance, Sałek

et al.84 performed CCSD calculations on pNA (β CCSD
|| = 1600.1) observing similar discrepancies

and suggested that there might be a problem with the quality of the experimental data.

20



Table 1: Comparison of non-relativistic electron dynamics and response theory results for NLO
properties (in atomic units) of pNA evaluated with B3LYP at the external field frequency ω =
0.0428a.u.

Property Electron dynamicsa Response theory

type component

α(−ω;ω) αxx 168.0 167.9
αyy 104.3 104.3
αzz 55.8 55.8

β (−2ω;ω,ω) βxxx 3171.5 3143.7
βxyy -207.2 -203.0
βxzz -88.1 -87.3
βyxy -151.8 -154.4
βzxz -80.4 -80.1
β||

b,c 1750.9 1734.3

β (0;ω,−ω) βxxx 2127.8 2095.4
βxyy -136.9 -138.0
βxzz -70.0 -69.9
βyxy -144.8 -148.2
βzxz -71.2 -71.3

γ(−3ω;ω,ω,ω) γxxxx 931638 945089
γyyyy 21169 18670
γzzzz 14072 13900

γ̄(−ω;ω,ω,−ω) γ̄xxxx 181941 176035
γ̄yyyy 13897 14419
γ̄zzzz 11407 11406

a The numerical derivative precision used to calculate α and β was O(A2), and O(A4) for γ .
b β|| =

1
5 ∑i(βxii +βixi +βiix)

c β
exp
|| = 2144.59±87.5187
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Table 2: Dependence of the dominant diagonal components of NLO property tensors on the
precision of the numerical derivatives used in the electron dynamics simulations. The non-
relativistic NLO results (in atomic units) were evaluated for pNA at the external field frequency
ω = 0.0428a.u. and the number of simulations necessary to obtain the respective property compo-
nent is reported in parentheses.

Property Derivative precision in electron dynamics Response Theory

O(2)a O(4)b O(6)c

αxx(−ω;ω) 168.09 (2) 167.99 (4) 167.99 (6) 167.87
βxxx(−2ω;ω,ω) 3171.46 (2) 3158.87 (4) 3158.25 (6) 3143.68
βxxx(0;ω,−ω) 2128.36 (2) 2126.64 (4) 2126.72 (6) 2095.39
γxxxx(−3ω;ω,ω,ω) 895251.49 (4) 931638.37 (6) 934507.56 (8) 945089.48
γ̄xxxx(−ω;ω,ω,−ω) 183471.61 (4) 181941.79 (6) 181887.06 (8) 176035.30

a Calculated using Eqs. (28)
b Calculated using Eqs. (29)

c Calculated using equations from the Supporting Information.

5.2 CF3X (X = Cl, Br, I) series

In order to benchmark the newly developed two-component X2C-LvNED code, we calculated

the SHG coefficents of the CF3X (X=Cl, Br, I) series and the results were compared to the four-

component response theory calculations recently reported by Bast et al.88 The SHG coefficients

β (−2ω;ω,ω) obtained from the electron dynamics simulations were evaluated at an incident har-

monic field wavelength of 1064nm (frequency 0.0428a.u.) and with the amplitude of the external

electric field of 0.002a.u.. The system was evolved for 750 time steps of length 0.8a.u. (about 4

periods of the external harmonic field, including the initial period with an envelope). The molec-

ular orientation, geometries, and basis sets (the uncontracted triple-augmented cc-pVTZ basis sets

for C, F, Cl, and Br, and Sadlej’s polarization basis set for I), were chosen to be consistent with the

work of Bast et al..88

The results for the SHG coefficients of the CF3X series are summarized in Table 3. The data

show an overall excellent agreement between all three computational methods used. The differ-

ences between the 4C electron dynamics and response theory results are all below 1.5% and can

be primarily attributed to same numerical aspects discussed in the previous section. On the other
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hand, the discrepancy between the NLO results obtained with the X2C and 4C electron dynamics,

when performed within the same program suite/setup, is even smaller (below 0.5%) and the dif-

ference increases slightly when going from the light CF3Cl to the heaviest analogue, CF3I. Due

to the approximative nature of the quasirelativistic X2C Hamiltonian, this observed trend is ex-

pected because of the increasing importance of relativistic effects along the series. Nevertheless,

our X2C results clearly indicate that the theoretical assumptions – the adiabatic approximation and

disregarding the picture-change transformation of the two-electron interactions – remain valid and

the results obtained with these approximations are in excellent agreement with the reference 4C

values. Moreover, the required simulation time for the X2C-LvNED was reduced by at least a

factor of 7.1 compared to the full 4C scheme, and this factor increases even further for CF3Br and

CF3I, as can be seen from Table 3.

To provide a deeper insight into the origin of the acceleration achieved by the X2C approach,

we report in Table 4 the wall-clock time of individual computational tasks performed in one microi-

teration of a single electron dynamics time step. Whereas the exchange-correlation contribution

(xc) is by far the least expensive task, for which the CPU time does not change with methodology,

both the two-electron Fock matrix contribution (eri) and the propagator evaluation (diag) con-

stitute a significant portion of the overall computational time and are therefore responsible for the

observed acceleration of the X2C-LvNED. Furthermore, the acceleration in eri is more than sev-

enfold and almost constant throughout the series while the diag step exhibits more than eightfold

speedup. Therefore, we expect that the two-component dynamics would result in acceleration by

a factor of seven for systems dominated by the Fock matrix construction and more than eight for

systems bound by the diagonalization step.

To conclude, the results support the use of X2C-LvNED both in terms of accuracy (agree-

ment with the fully relativistic 4C method) as well as efficiency (the achieved speedup). In the

next section we exploit these benefits in the calculation of optical properties of a larger, 6th row

element containing system. At the same time, more tests for different molecular properties and

spectroscopies are currently under way in our group.
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Table 3: Comparison of relativistic X2C and 4C electron dynamics results with 4C response
theory (RT) data for the polarizabilities α(−ω;ω) and second harmonic generation coefficients
β (−2ω;ω,ω) of CF3X (X = Cl, Br, I). The properties are presented in atomic units and evaluated
with the B3LYP functional at the external field frequency ω = 0.0428a.u.. An average wall-clock
time (in seconds) along with the number of microiterations (in parentheses) per time step are also
reported for electron dynamics simulations.a

Molecule Propertyb Electron dynamics RTc Wall-clock timed

type component X2C 4C 4C X2C 4C

CF3Cl α(−ω;ω) αxx 29.84 29.83 29.83
αzz 38.43 38.43 38.43
αe 32.70 32.70 32.70

β (−2ω;ω,ω) βzxx 33.73 33.73 33.56
βxzx 33.61 33.61 33.33
βzzz 65.84 65.82 66.57
β||

f 79.88 79.87 80.03 46 (3.1) 328 (3.1)

CF3Br α(−ω;ω) αxx 36.05 36.04 36.04
αzz 49.05 49.04 49.04
αe 40.38 40.37 40.37

β (−2ω;ω,ω) βzxx 62.26 62.18 61.38
βxzx 61.60 61.54 60.80
βzzz 148.8 148.7 147.9
β||

f 163.5 163.3 161.9 65 (3.4) 500 (3.5)

CF3I α(−ω;ω) αxx 47.13 47.10 47.09
αzz 65.48 65.45 65.44
αe 53.25 53.22 53.21

β (−2ω;ω,ω) βzxx 114.1 113.7 113.2
βxzx 110.6 110.1 110.3
βzzz 302.8 302.0 305.4
β||

f 315.8 314.7 316.8 80 (4.2) 614 (4.1)

a The averaging performed over 750 time steps from simulations with an external field applied
along the z direction.

b The numerical derivative precision was O(A2).
c Polarizabilities were calculated using the linear response theory implementation in the
ReSpect program; first hyperpolarizabilities were taken from the work of Bast et al.88

d The calculations performed on two compute nodes each equipped with 2.80 GHz Intel Xeon
E5-2860 processor with 20 CPU-cores. The computer program ReSpect was compiled with

Intel ifort 13.0 at -O3 level and linked against sequential Intel MKL library. The Message Passing
Interface (MPI) implementation in OpenMPI 1.6.2 was used for parallel execution.

e α = 1
3 ∑i αii. Due to symmetry, αxx = αyy.

f β|| =
1
5 ∑i(βzii +βizi +βiiz). Due to symmetry, βxzx = βxxz = βyyz = βyzy.
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Table 4: Wall-clock time per microiteration (in seconds) for various computational tasks in
relativistic electron dynamics simulations and speedup achieved by going from 4C to X2C
Hamiltonians.a

Molecule Task Electron dynamics Speedup

4C X2C

CF3Cl xcb 3.4 3.3 1.0
eric 57.6 8.1 7.1
diagd 21.8 2.5 8.7
total 105.8 14.8 7.1

CF3Br xcb 3.4 3.4 1.0
eric 76.3 10.7 7.1
diagd 30.3 3.4 8.9
total 142.9 19.1 7.5

CF3I xcb 3.5 3.4 1.0
eric 77.7 10.5 7.4
diagd 29.9 3.5 8.5
total 149.8 19.0 7.9

a The calculations performed on two compute nodes each equipped with 2.80 GHz Intel Xeon
E5-2860 processor with 20 CPU-cores. The computer program ReSpect was compiled with

Intel ifort 13.0 at -O3 level and linked against sequential Intel MKL library. The Message Passing
Interface (MPI) implementation in OpenMPI 1.6.2 was used for parallel execution.

b DFT non-collinear exchange-correlation contribution.
c Two-electron Fock matrix contribution.

d Fock matrix diagonalization in the propagator matrix construction.

5.3 [W(CO)5py] complex

The last system considered was the pentacarbonyl-pyridine tungsten complex, a molecule contain-

ing an element from the 6th period for which significant relativistic contributions can be expected

and which has been suggested to have a large first hyperpolarizability.6 The complex was treated

with X2C-LvNED at the DFT (B3LYP) level of theory with additional non-relativistic B3LYP and

HF calculations performed in order to assess the importance of relativistic effects and electron

correlation.

The optical properties of the complex were evaluated at the external electric field wavelength

of 1908nm (frequency 0.0239a.u.), corresponding to a thulium laser and with the amplitude of
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0.002a.u.. The system was evolved for 7000 time steps of length 0.15a.u. (about 4 periods of the

external harmonic field, including the initial period with an envelope). The molecular orientation

was chosen such that the dipole moment was aligned along the x axis. Dyall’s uncontracted va-

lence DZ basis set89 was used for the tungsten atom, and uncontracted aug-cc-pVDZ basis for the

remaining elements.86

The results obtained are summarized in Table 5. The non-relativistic B3LYP results for the

polarizability are very close to the relativistic X2C values with less than 3.5% difference. Even

the Hartree–Fock method offers a good estimate for the polarizability. This is no longer the case

for the first hyperpolarizability. The dominant xxx component of the SHG tensor is one order of

magnitude larger than other components, and it is also most influenced by both electron correlation

and relativity. Not surprisingly, correlation effects are significant and are responsible for an order

of magnitude change in this component (as well as in the experimentally accessible rotationally

averaged β||). Similarly, other components of the SHG are also significantly affected by electron

correlation. The inclusion of relativistic effects causes another shift of about 35%, demonstrating

the importance of relativity even for electric properties. These numbers indicate that for heavy-

element containing systems the adequate inclusion of relativistic corrections is important in order

to correctly describe higher-order response properties.
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Table 5: Comparison of relativistic (X2C) and non-relativistic electron dynamics results for optical
properties (in atomic units) of [W(CO)5py] evaluated with B3LYP and HF at the external field
frequency ω = 0.0239a.u..a

Property Relativistic Non-relativistic

type component B3LYP B3LYP HF

α(−ω;ω) αxx 235.3 227.5 197.9
αyy 198.3 195.2 183.0
αzz 181.3 178.0 166.0

β (−2ω;ω,ω) βxxx -4122.9 -3026.6 -347.2
βxyy -102.4 -105.7 -148.8
βxzz -113.6 -120.2 -178.5
βyxy -115.3 -115.8 -153.8
βzxz -125.7 -127.9 -178.0
β||

b -2613.3 -1958.6 -406.5

β (0;ω,−ω) βxxx -3359.9 -2537.5 -296.8
βxyy -100.0 -108.8 -130.5
βxzz -111.4 -122.5 -157.7
βyxy -106.3 -108.5 -146.0
βzxz -117.6 -121.3 -172.1

a The numerical derivative precision was O(A2).
b β|| =

1
5 ∑i(βxii +βixi +βiix).

6 Summary and outlook

We have presented the theory, implementation and pilot applications of relativistic electron dy-

namics based on the X2C-transformed Liouville–von Neumann equation. By means of an adia-

batic approximation and the X2C transformation of the time-dependent Fock operator, we achieve

a decoupling of the original four-component equation of motion (EOM) to the positive-energy and

negative-energy branches. The upper two components then constitute the EOM "for the electrons

only" and can be used to significantly accelerate the relativistic real-time dynamics, without the

loss of accuracy in reproducing the relativistic scalar and spin–orbit effects. This leads to over-

all speed-up of the calculations by a factor of seven or more. Because the method is formulated

entirely using matrix algebra, there is no need to generate explicit operator expressions for the
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higher-order relativistic corrections, as it is required for other two-component Hamiltonians such

as ZORA or DKH/BSS. Furthermore, the picture-change transformation of the property operators

can be done in a single step.

The method has been implemented at the Kohn–Sham DFT level of theory exploiting the

noncollinear two- and four-component Kramers unrestricted formalism available in the program

ReSpect. The calculations of molecular polarizabilities as well as first and second hyperpolar-

izabilities, extracted from time-dependent induced dipole moments using the finite-field method

developed by Ding et al.,26 have been used to assess the accuracy and performance of the pro-

posed X2C Liouville–von Neumann electron dynamics (X2C-LvNED). The excellent agreement

between the full four-component and the two-component treatment suggests that relativistic elec-

tron dynamics based on the X2C transformation may, at least for simulations involving electric

fields as external perturbations, represent an exciting perspective in relativistic quantum chemistry,

in particular when combined with a transition dipole decomposition and the Padé approximants-

based technique of Bruner et al.90 The X2C transformation is fully compatible with the calculation

of electron absorption or XANES spectra – applications of the LvNED that we have previously pre-

sented at the four-component level of theory.34,42 Further possibilities offered by the methodology,

in particular for spectral techniques involving spin and external magnetic fields, are currently pur-

sued in our laboratory, as it is known that the relativistic corrections for magnetic properties play

an even more important role than for electric properties. During the revision process, a publication

describing the development of X2C Hamiltonian-based electron dynamics and its application to

the evaluation of UV/VIS spectra was published by Goings et al.91
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